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ÁIntroduction to SAE

ÁBayesian and Frequentist Approaches

ÁBFI in SAE for hierarchical benchmarking 

ÁBuilding block small area modeling (BBSAM) of totals for 

compatibility between different levels of aggregation

ÁGrouping of BBs for stabilizing V-C matrix of sampling 

errors and for their approximate normality

ÁModeling over time for estimating change without revising 

previous SAEs

ÁExtra covariates for built-in or self-benchmarking

ÁSummary

Outline
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ÁDirect estimates ὸ (of totals Ὕ ) are not reliable enough 

for lower level areas or domains but may be so for most if 

not all very high level areas. 

ÁIt is the  sample size in the area that determines the need 

for SAE. 

ÁA way out is to increase the effective sample size indirectly 

by modeling to connect the small area parameters — (i.e., 

by borrowing strength) where 

Ὕ ὔ ‘ Ὁ ḙὔ‘ = — , ρ ὥ ὑ

What is SAE?
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ÁA Unit level Superpopulation Model:

-- LMM   ώ ὼ ‍ – ‐ ; 

‐ ͯ ὔ πȟ„ , –ͯ ὔ πȟ„

ÁWe have  Ὕ ὔ ‘ Ὁ where 

‘ =ὃ ‍ –╪, ὃ = ὔ В ὼ ,  Ὁ=ὔ В ‐

ÁIf A-level is the lowest level of availability for some ὼ , 

replace ὼ by ὃ and the unit level model is rendered 

into an aggregate or A-level model. Other xôs may only be 

available at a higher level B, then use ὃ to replace ὼ .

How to model for connecting — ?
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ÁThe linear model has common fixed parameters ‍ in the 

systematic part and „ in the random part. 

ÁThe model could be nonlinear mixed such as log linear:

‘ Ὡ

= Ὡ ϳ Ὡ ‗,    where 

ÌÏÇ‗ Ὡ ϳ ḳ–ͯ ὔπȟ„

ÁThe additive random component ‗ (= Ὡ Ὡ ϳ ) has 

mean 0 and variance Ὡ Ὡ ρðan LLMARC model.

How to model for connecting — ?
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ÁSample randomization from the finite population: 

“ȡὸ Ὕ Ὡ, Ὡ ~ (0, ὠ)

ÁFinite population randomization from the super-population:

‚ȡὝ = ὔ ‘ Ὁ

ḙὔ‘ = ὔ (ὃ ‍ –);  –ͯ ὔπȟ„

ÁUnder joint “‚ randomization, we have two estimates of 

Ὕ ; one is the direct estimator ὸ and the other is the 

synthetic estimator  ὔ‘ . Combine the two to obtain a 

more efficient composite estimator assuming ὠ known.

(Fay and Herriot, 1979).

How do we get more efficient Est.?
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ÁHaving constant variance of random effects at each level of 

aggregation but variable for different levels is not feasible 

because any higher level model for totals can be obtained 

from lower level models involving the same set of 

parameters. E.g., for LMM and letting B- and C- denote 

lower and higher levels,

Вᶰ ὔ – ὔ– implies Var (– „Вᶰ ὔȾὔ .

ÁThe exchangeability assumption for random effects under 

Bayesian models at higher levels becomes questionable.

ÁTreating ὠ as known goes against the premise of 

inadequate sample size for precise direct estimates. In 

practice, resort to generalized variance-covariance  

functions  for smoothing.

Some General Issues of Concern
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ÁFor a given level of aggregation, areas or domains with no 

observations or zero contributions to the study variable are 

set aside during modeling and later only synthetic 

estimates provided as SAEs for them. This is not 

satisfactory because same areas when part of higher level 

areas play a role to obtain nonsynthetic SAEs. 

ÁModels for sample means and totals are not equivalent 

unless ὔ ὔ --unlikely. Modeling totals allows to have a 

single lowest level model from which any higher level 

model can be derived. Also avoids the problem of ratio bias 

when modeling means. 

Some General Issues of Concern
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ÁIn frequentist, inference about unknown parameters of 

interest is based on distributions of statistics under 

repeated sampling, but in Bayesian, inference is based on 

the posterior distribution of parameters of interest under 

some model for the data and prior for unknown 

parameters; Little (2006).

ÁAll modeling assumptions can be validated under 

frequentist  but not under Bayesian because of prior 

distribution assumptions for all parameters. 

Bayesian and Frequentist 

Approaches
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ÁThe “‚model (LMM or GLMM) introduced earlier is 

frequentist because no priors specified for the parameters 

(‍, „ )ðfrequentist model fixed parameters. The 

distribution of random effects –, although often referred to 

as a prior, is just part of the model specification as it can be 

validated from the data (Rao and Molina , 2015, pp. 270).

ÁFor a Bayesian “‚model specification, we also need; 

e.g., ‍ͯ ὔ πȟρπ, ρ Ὥ ὴ; „ͯὟπȟρπ

ÁDue to random „ , the random effects – are no longer 

independent unconditionally but are exchangeable.

Bayesian and Frequentist 

Approaches
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ÁFrequentist: Estimates of „ may be inadmissible or 

unsatisfactory under usual methods ; e.g., negative (and 

hence truncated to 0) or may take very small values. 

ÁFor GLMM, it may be difficult in general to obtain estimates 

of MSE of SAEs adjusted for estimated second order fixed 

parameters.

ÁAlso customary use of normality-based interval estimates 

not satisfactory. Some advanced methods have been 

developed to overcome these problems under special 

cases.

Main Limitations of Frequentist 

Approaches to SAE
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ÁBayesian: No provision of less shrinkage of higher level 

direct estimates to synthetic estimates when estimating 

higher level totals if the modeling is done at a lower level. 

ÁIf different models used at different levels, and estimates 

benchmarked to the higher level SAE in a second step 

outside the Bayesian framework, it does not provide 

benchmark-adjusted posteriors.

ÁModel diagnostics not easily understandable by users at 

large. In particular, interpretation of any pattern in  cross-

validation predictive residuals is difficult due to absence of 

any assumed distribution under the model.  

Main Limitations of Bayesian 

Approaches to SAE
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